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b signs [14, 6] extended this to utilize remote direct memary a
Abstract cess (RDMA) to allow for zero-copy message transfers. Each
The Sockets Direct Protocol (SDP) is an industry standaaliesy ~ design has its pros and cons. The buffer copy mechanism
existing TCP/IP applications to be executed on high-spetdarks ~ Performs data copies during communication adding overhead
such as In niBand (IB). Like many other high-speed networls ~ €specially for large messages. Zero-copy approaches per-
requires the receiver process to inform the network interfeard ~ form on-the- y registration of buffers with the network et
(NIC), before the data arrives, about buffers in which ingmrdata  face card (NIC) and synchronization between the sender and

has to be placed. To ensure that the receiver process is teady rgceiver adding overhead esp_eci_ally for small and medium-
ceive data, the sender process typically performs ow-mdrin the ~ Sized messages. Thus, to maximize performance, SDP stacks

data transmission. Existing designs of SDP ow-control matve  Utilize the buffer copy mechanism for small and medium mes-
and do not take advantage of several interesting featuceied by ~ Sages (up to 32KB), and zero-copy mechanisms for large mes-
IB. Speci cally, features such as RDMA are only used for pemi- ~ Sages (greater than 32KB). In this paper, we deal only with th
ing zero-copy communication, although RDMA has more cdpabi buffer copy mechanism used for small and medium messages.

ties such as sender-side buffer management (where a sendesp  \While the buffer copy design takes advantage of IB's hard-
can manage SDP resources for the sender as well as the rgceivgyare protocol stack, it is naive in aspects such as ow-aantr
Similarly, IB also provides hardware ow-control capaliss that | jke many other high-speed networks, IB requires the re-
have not been studied in previous literature. In this papenitilize  cejver process to inform the NIC, before data arrives, about
these capabilities to improve the SDP ow-control over IBigstwo  puffers in which incoming data has to be placed. To ensure
designs:RDMA-based ow-controbndNIC-assisted RDMA-based that the receiver NIC is ready to receive data, the sender pro
ow-control. We evaluate the designs using micro-benchmarks angess performs ow-control on data transmission. The exigti
real applications. Our evaluations reveal that these design im-  design of SDP ow-control uses send-receive-based commu-
prove the resource usage of SDP and consequently its perficen njcation, with each process managing its local ow-control
by an order-of-magnitude in some cases. Moreover we caewhi puffers. With the receiver managing its local buffers, how-

10-20% improvement in performance for various application ever, the sender is not aware of the receiver's exact usage st
] tus and layout. Thus, the ow-control tends to be conseveati
1 Introduction resulting in underutilization of buffers and performanasd.

The Sockets Direct Protocol (SDP) [2] is an industry staddarRDMA, however, has more capabilities than just zero-copy
to allow existing TCP/IP applications to be executed on highcommunication. For example, it offesender-side buffer
speed networks such as In niBand (IB) [1] and iWARP [5]. It management Since RDMA is completely handled by the

is designed to transparently improve the performance df sugender process, it allows this process to have complete con-
applications by utilizing the hardware features of these netrol of SDP resources, such as ow-control buffers, on both

works. There are several implementations of SDP/IB. Théhe sender and receiver side. Further, IB provides hardware
rst implementation [7] utilized IB send-receive operat® OW-control capabilities that have not been addressed so fa

FO transmit data Using intermediate buffer COpies while takln this paper, we propose two novel designs to improve the

ing advantage of IB's hardware protocol stack. Later de-gy-control and performance for small and medium mes-
This research is funded in part by DOE grants #DE-FC02-0GZR2 sages in SDP. The rst deSIQIRDMA_based ow-contrql

and #DE-FC02-06ER25755; by NSF grants #CNS-0403342 ands#CN US€S RDMA to allow the sender to manage both the sender

0509452; by an STTR subcontract from RNet Technologies; landhe  and the receiver buffers. This design, as we will see in the

Mathematical, Information, and Computational Sciencegisizin subpro-  |gter sections, achieves better utilization of the SDP dyuff

gram of the Of ce of Advanced Scienti c Computing Resear®,ce of
Science, U.S. Department of Energy (contract DE-AC02-0BC357). resources and consequently better performance. However,
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Figure 1:Credit-based Flow-control Mechanism

it assumes (from a performance standpoint) that the applieceive buffer to the destination buffer, and an acknowledg
cation will perform frequent communication to ensure thament (ACK) is sent to the sender informing it that the receive
data is ushed out regularly from these buffers. Not doingbuffer is free to be reused. The sender loses a credit foyever
so can result in performance penalty. The second desigmessage sent and gains a credit for every ACK received.

NIC-assisted RDMA-based ow-contralitilizes 1B's hard-  preyious designs [7] also extend this design by delaying

ware ow-control to extendRDMA-based ow-controith — acis. In other words, the receiver sends an ACK after half

asynchronous communication progress (i.e., data ushing}q credits have been used instead of sending one after each

without sacri cing performance. received message. This approach reduces the amount of com-

We demonstrate the capabilities of these designs usingmicrmunication required and improves performance.

benchmarks as well as real applications. Our results shatv th L )

these designs can achieve almost an order-of-magnitude id-2 ~Limitations of Credit-based Flow-control

provement in the bandwidth achieved by medium sized me&redit-based ow-control has two primary disadvantages:

sages. Moreover, we can achieve performance improvemertgffer utilization and network utilization.

of about 10% in a virtual microscope application and close t@yffer Utilization: In credit-based ow control, each mes-

20% in an isosurface visual rendering application. sage uses at least one credit irrespective of its size. Sup-
Lo . pose the sender wants to se%dlB messages, and each SDP

2 Existing Credit-based Flow-control ow-control buffer is 8KB. Since the receiver has preposted

N WQEs pointing to its receive buffers, each message is re-

Several high-speed networks, including 1B, require the fCeived in a separate buffer, effectively wasting 99.98%hef t

ceiver to prepost v_vork queue entries (WQEs) informing th%pace allotted; in other words, only 1B of each 8KB SDP
NIC about buffers in which messages should be received b%hffer is utilized. This wastage also re ects on the number

fore each message arnves. To ensure that receive WQEs g messages transmitted; excessive underutilization é&bu
posted before any data arrives, SDP performs ow-control, . o .
. . - Space results in the sendeglievingthat it has used up the
Currently, it uses a credit-based approach for achieviigg th . i : ; .
) . . receiver resources, in spite of having free space available
This ow-control is separate from IB's hardware ow-contro

and is a consequence of adopting existing designs of higiN.etWOI’k Utilization: In credit-based ow-control, on a

performance sockets on other networks [16, 15, 8]. send() call, SDP copies the message into the send ow-
control buffer, waits until it has enough credits, and traits
2.1 Overview of Credit-based Flow-control the data to the receiver. Thus, when small and medium mes-

sages are transmitted, they are directly pushed to the nletwo
resulting in underutilization of the network and consedlyen
performance loss. On the other hand, coalescing multiple
small messages can allow SDP to transmit larger messages
over the network and thus improve network utilization.

In credit-based ow-control (Figure 1), the sender is iality
given a number of credits, sdy. Each process allocatés
SDP send antl SDP receive ow-control buffers, each of
sizeS bytes. The receiver poshké receive WQEs to the NIC
pointing to the receive ow-control buffers; that is, thexte
N messages will go into these buffers. Osend() call,

each message smaller thaubytes is copied into a send buffer 3 RDMA-based Flow-control

and transmitted to the corresponding receive buffer. MedNhile credit-based ow-control is simple and widely ac-
sages larger tha8 bytes are segmented and transmitted in @&epted, it has several limitations, especially for smalil an
pipelined manner. Onecv() call, data is copied from the medium messages. In this section, we describe RDMA-based
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Figure 2:RDMA-based Flow-control Mechanism

ow-control, a new approach utilizing IB RDMA capability messages. This approach as two advantages. First, since as

to improve the resource usage and performance of SDP.  long as space is available in the receive buffer, data ismént
immediately, latency of small messages is not hurt. Second,

3.1 Overview of RDMA-based Flow-control when a large number of small or medium messages are trans-
mitted, though the rst few messages are sent immediately,

Figure 2 illustrates RDMA-based ow-control, which differ  {he remaining are coalesced and sent as large messages, thus
from credit-based ow-control in two areas: improved buffe improving network utilization and performance.

utilization and improved network utilization. )
In summary, RDMA-based ow-control avoids buffer

Improving Buffe_r Uti.Iiza_tion: .RDMA—based qw-control wastage by using the RDMAs sender-side buffer manage-
uses RDMA write with immediate data operations to allownent and improves network utilization and communication
the sender to manage where exactly data is buffered on ﬂb%rformance by coalescing messages.

sender as well as the receiver SDP ow-control buffers. This

approach allows data to be better packed, thus utilizing the

buffers more ef ciently. In credit-based ow-contraN SDP T

ow-control buffers each of siz& are allocated, wher is 3.2 Limitations of RDMA-based Flow-control

the number of credits. In RDMA-based ow-control, on the While RDMA-based ow-control can achieve better resource
other hand, one large ow-control buffer of sifdl  S) is  utilization and performance, it has one disadvantage:atie |
allocated. When the rst message (sR¢ has to be commu- of communication progressin some cases. Consider an exam-
nicated, it is placed (using RDMA write with immediate data)ple with an 64KB SDP ow-control buffer where the sender
at the start of the receive buffer. When the second messageinitiates 64 sends of 2KB each, total of 128KB. Of these, 32
sizeQ has to be communicated, since the sender knows thmessages (64KB) are directly transferred to the SDP buffer
exact usage of the receive buffer (the Btbytes are used), on the receiver. Then, if the receiver is not actively reicgjv
this message is written starting at bye+ 1) of the receiver data, the sender will run out of space in the receive buffer to
buffer. This approach allows the sender to completely utiwrite more data. Thus, the remaining 32 messages (64KB) are
lize the available space in the sender as well as receiver S@Bpied to the SDP send buffer, and control is returned to the
buffers. On aecv() call, once data is copied from the re- application. At this time, suppose the sender goes intoge lar
ceiver SDP buffer to the destination buffer, the receivedse computation loop. The application on the receiver side,-how
an acknowledgment to the sender informing it about the addever, calls theecv() call, copies the 64KB it has already re-
tional available space. ceived, frees the SDP receive buffer, and sends an ACK to the
Improving Network Utilization: As long as space is avail- sender ?nfor_ming it that the SDP receive buffer can be reused
able in the SDP receive buffer, RDMA-based ow-control fol- In this situation, though the sender has buffered data tetie s
lows a similar approach as credit-based ow-control; itden _and has been_informed quUt a_vailable re_cei_ver buffer space
out data before returning from treend() call. Once no it cannotseethis information until the application comes out

more space is available on the receiver side, however, medi the computation loop and calls a communication function.
sages are copied into SDP send buffers, and control is rénUS: communication progress is halted.

turned to the application. This approach gives RDMA-basetllote that credit-based ow-control does not face this lamit
ow-control an opportunity to coalesce multiple small mes-tion because for evergend() call, if the sender does not
sages. When space is freed up in the SDP receive buffer, thigve credits, it blocks until credits are received and pibsts
data is sent as one large message instead of multiple smdéta to the network before returning control.
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Figure 3:NIC-assisted RDMA-based Flow-control Mechanism
4 NIC-assisted Flow-control W is the virtual window size. The sender, likewise, makes

sure that message segments posted to the network are always
Both credit-based ow-control and RDMA-based ow- gmgjler than or equal t&/ bytes, by performing appropriate
control have disadvantages. Credit-based ow-contrdiessf segmentation. Thus, the r$=W messages can de nitely
from underutilization of SDP buffers and the network and re)e gccommodated in the SDP receive buffer. If the sender
sults in low performance. While RDMA-based ow-control 55 to send more messages tiSaW, it posts send WQEs
improves these aspects, it suffers from lack of communicasorresponding to the additional data. However, since all th
tion progress when a large number of small messages haveﬁgsted receive WQEs would be used up, IB hardware ow-

be transmitted. To deal with these issues, we propd€e  control ensures that this data is not sent out by the send®r NI
assisted RDMA-based ow-contrdThis mechanism extends ynj| the receiver posts additional receive WQESs.

RDMA-based ow-control by utilizing IB's hardware ow- hat although h . oy
control capabilities. In other words, it uses RDMA-base e note t at_ although eac receive WQE correspond to
ow-control to coalesce messages as appropriate and inepro ytes of available buffer space, this space can be anywhere

performance and at the same time uses the IB hardware va—v thEe SDdP r:ecewe ?Tﬁer;_that f|s,hthe mapplngdpetvxk/)e?rn the
control to ensure asynchronous communication progress. QE and the actua oca'gon of the corresponding bu eris
not performed by the receiver. The sender uses RDMA write

NIC-assisted ow control comprises of two main sub-th immediate data operations to manage the actual buffer
schemesvirtual window schemavhich aims at utilizing IB's  |gcation to which each receive WQE maps. This exibility
hardware ow-control while handling its shortcomings, andgjiows the receiver to manage only the logical space akatat
asynchronous interrupt schemenhich enhances the virtual 5 each WQE, instead of the actual SDP buffer. For example,
window scheme to improve performance by coalescing dataSuppose the SDP buffer is 64KB and the virtual window is
) . 8KB. The receiver initially posts 8 receive WQEs. The vir-
4.1 Virtual Window Scheme tual window allocated to each receive WQE would be bytes
IB's hardware ow-control is not a byte-level ow-control, (1 to 8K), (8K+1 to 16K), and so forth. Now, suppose the
but rather a message-level ow-control; it makes sure thatt rst message is only 1KB. In this case, the virtual windows
sender NIC sends out only as many messages as the receiggfresponding to the remaining WQEs automatically shift by
NIC is expecting. The onus of ensuring that the receiver hagkB and would be bytes (1K+1 to 9K), (9K+1 to 17K), and
appropriate buffer space for each message is on the upper &y forth. The nal 7KB is retained as free space. Since the
ers such as SDP. To handle this situation, we utilizestieal  sender is managing the actual SDP receive buffers, this shif
window (W)scheme. The primary idea of this scheme is tdng of the virtual windows is transparent to the receiver-pro
ensure that each posted receive WQE has a guarantee on ge@s. Later, if the second message that arrives is also hiéB, t
amount of buffer space available. For example, if the sendgjirtual windows for the remaining WQEs again automatically
wants to send a message of 8KB, the receiver has to poskpift and leave a total of 14KB of free space. Since this free
receive WQE only after 8KB of space is available. space is more than the virtual window size (8KB), SDP can

In this scheme, the receiver posts a receive WQE only whePst an additional WQE, after which 6KB of free space will

at least the necessary virtual window size space is aveilabPe available. When the receiver applications cafisa()
in the SDP receive buffer. Thus, if the SDP buffer siz&is the data in the SDP receive buffer is copied to the destinatio

bytes, the receiver initially pos8=W receive WQEs, where buffer, and more free space is created.



4.2 Asynchronous Interrupt Scheme available in the OpenFabrics distribution [4] except thas i

While the virtual window scheme provides capabilities e ut COMPIetely in user-space and is built over the VAPI verbs in-
lize 1B hardware ow-control, it does not coalesce messageterface provided by Mellanox Technologies.

to improve performance. The asynchronous interrupt schenfor each experiment, ten or more runs/executions are con-
is designed based on two primary goals: (i) coalesce mesducted, the highest and lowest values are dropped (to discar
sages to improve performance; (i) utilize the virtual womd  anomalies), and the average of the remaining values is re-
scheme with IB hardware interrupts to carry out asynchrenowported. For micro-benchmark evaluations, the results ciiea
communication progress without hurting performance. run are an average of 10,000 or more iterations.

Message Coalescingtn this scheme the SDP send buffer is

divided into two portions: NIC-handled buffer and software 5.2 Micro-benchmark Based Evaluation

handled buffer (Figure 3). The NIC-handled buffer follows &, thjs section, we evaluate the ow-control designs usiag v
similar pattern as the virtual window scheme. That is, d&ta ijg ;s micro-benchmark tests.

copied into the SDP send buffer and a corresponding send

WQE is posted to the NIC. The NIC uses hardware ow- ) o i
control to send the data only after the receiver posts avecei®-2-1 Ping-pong Latency and Uni-directional Bandwidth
WQE. After the NIC-handled buffer is full, data is copieddnt Ping-pong Latency:Figure 4(a) shows the ping-pong latency
the software-handled buffer. This data is not directly et of SDP with the three ow-control designs. In this experi-
but is held, allowing it to be coalesced with later messages. ment, the sender sends a message ofSteethe receiver, on

e : receiving which the receiver sends back another message of
Asynchronous Communication ProgressDuring message gw . Sag
e same size to the sender. This is repeated several tirdes an

coalescing, data is copied into the software-handled SD he total time averaged over the number of iterations to give

buffer and control returned to the application. If more mes-he average round-trio time. The pind-oond latency regorte
sages are communicated later, they can be coalesced togethe g b ' ping-pong y rego

with this data to form larger messages and thus improve pe]{-ere is one-half of the round-trip time, that s, the timeetak

formance. If no other messages are communicated later, how, & message to be transferred from one node to another.
ever, we need to asynchronously ush this data out. To dés showninthe gure, all three schemes perform identically
so, we request IB hardware interrupts for the messages ihis result is expected as the three schemes differ only in
the NIC-handled buffer. Thus, once the rst message that ithe way they handle ow-control when there is either no re-
queued in the NIC-handled buffer is transmitted, an intgtrru mote credit available (credit-based ow-control) or no spa
is generated that is appropriately handled to ush out tha da available in the remote SDP buffer (RDMA-based and NIC-
in the software-handled buffer as well. Although hardwaressisted ow-control). In the ping-pong latency test, only
interrupts are typically expensive, in this design the N#B ¢ one message is communicated before the sender waits for a
continue to transmit other messages in the NIC-handle&buffresponse from the remote process. Thus, there is no ow-
(using IB hardware ow-control), thus parallelizing theén- ~ control issue in this test and all schemes behave identicall
rupt processing with communication. This design allowsous tpjgirectional Bandwidth: Figure 4(b) shows the unidirec-
handle the interrupt without facing any performance pgnalt tional bandwidth of the three ow-control mechanisms. In

) this experiment, the sender sends a single message df size
S Expe”mental Results a number of times to the receiver. On receiving all the mes-
In this section, we compare the performance of RDMA-baseaages'_the rece_iver sends_back one small message to the sende
ow-control and NIC-assisted RDMA-based ow-control, indicating that it has received the messages. The sender cal
with that of credit-based ow-control. We rst describe the culates the total time, subtracts the one way latency of the
experimental test-bed in Section 5.1. Next, we evaluate tHB€SSage sentby the receiver, and based on the remaining time
designs based on micro-benchmarks in Section 5.2 and th&@lculates the amount of data it had transmitted per uné.tim

on real applications in Section 5.3. As shown in the gure, RDMA-based ow-control achieves
) the best performance, while credit-based ow-control
5.1 Experimental Test-bed achieves the worst, especially for small and medium-sized

The experimental test-bed consists of a 16-node clustér wimessages. For messages in the 256B to 4KB range, we no-
dual 3.6 GHz Intel Xeon EM64T processors. Each node hastice almost an order of magnitude better performance. This
2 MB L2 cache and 512 MB of 333 MHz DDR SDRAM. The behavior is expected because RDMA-based ow-control co-
nodes are equipped with Mellanox MT25208 In niHost Il alesces messages and thus utilizes the network more effec-
DDR PCI-Express adapters and are connected to a Mellandixely resulting in a signi cantly better performance. Inet
MTS-2400, 24-port fully nonblocking DDR switch. The SDP gure, we also notice that the performance of NIC-assisted
stack is an in-house implementation at the Ohio State UniveRDMA-based ow-control is very close to that of RDMA-
sity. This stack is similar to other SDP stacks such as thdtased ow-control. This result shows that our scheme is able
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Figure 4:SDP micro-benchmark evaluation: (a) Ping-pong Latency and (b) Uni-directional Bandwidth

to effectively hide the cost of interrupt handling by overda amounts of computation. In the gure, we notice that when

ping interrupt processing with data transfer time. there is no or minimal computation, RDMA-based ow-
control and NIC-assisted RDMA-based ow-control take the
5.2.2 Communication Progress Benchmark least amount of time. Credit-based ow-control, on the othe

The communication progress test is similar to a ping-pong Idhand, takes the most time. As the amount of computa-
tency test but with two changes. First, instead of one messadon increases, however, we see that credit-based owrobnt
being sent in each direction, a burst of 100 messages is us@id NIC-assisted RDMA-based ow-control scale well, while
Second, after each burst, an additional computation iscaddeRDMA-based ow-control deteriorates rapidly. In fact, for
If the ow-control scheme can achieve good communicatiorfomputation amounts greater than 1080t is outperformed
progress, it can send out data even when the application @€n by credit-based ow-control.

performing other computation. Thus, the receiver can vecei This test shows that credit-based ow-control and NIC-
the data immediately, and the computation on both the sendggsisted ow-control are able to achieve good communica-
and the receiver is parallelized to some extent. However, tion progress even when the application performs interleav
the ow-control scheme buffers data in its send buffer with-ing computation. For credit-based ow-control, when no re-
out performing good communication progress, the transmisnote credits are available, the scheme just blocks, waiting
sion of data is delayed until the computation is completedior the credits. Thus, theend() call does not return un-
that is, the receiver would be waiting to receive more datail the data is actually sent out. Consequently, the commu-
which is available in the sender's SDP buffer but has not beefication progress is good. For NIC-assisted RDMA-based
transmitted. Only after the sender's computation is coeple ow-control, although data is buffered in the SDP send buffe
when it tries to receive data, is this data ushed out. Thas, i without being immediately transmitted, the NIC interrupt e
this case, the computation on the sender and receiver is cogures that the data is ushed out even when the application

pletely serialized resulting in poor performance. is busy with its computation. Thus, again the communication
progress is good. RDMA-based ow-control, on the other
8000 Communication Progress Capabilty hand, is not able to achieve good communication progress be-
2000 | cause this sch_eme buffers da_ta hopmg to coalesce it wigh lat
—— Credit-based Flow-control e messages. Without communicating more messages, however,
6000 7 ~=~RDMA-based Flow-control / when the application starts doing additional computatibe,
- 4- NIC-assisted Flow-control A

5000 // buffered data has to wait without being ushed out.
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the buffer space is measured and shown in Figures 6(a) (for
In Figure 5, we report the performance of the three ow-64KB SDP buffer size) and 6(b) (for 256KB SDP buffer size).
control schemes for a message size of 4KB with varyingVe note two important aspects in these gures:
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Figure 5:Communication Progress Benchmark
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1. The buffer utilization of the RDMA-based ow-control also represents the granularity in which data segments are
and NIC-assisted RDMA-based ow-control is much distributed in the system and the granularity in which data
higher than that of credit-based ow-control. This is processing is pipelined. Several data-intensive apjdicat
attributed to the sender-side buffer management capaave been designed and developed by using the data-cutter
bility of RDMA, which allows data messages to berun-time framework such as the virtual microscope applica-
placed more compactly, thus allowing for improvedtion and the iso-surface visual rendering application.

buffer usage. In credit-based ow-control, when eachy; 5 Microscope:Virtual microscope [12] is a digitized mi-
SDP buffer is 8KB (Figure 6(a)), the scheme is able 9, ,cqny application. The software support required teesto
rgach 100% utilization only for message Sizes of 8KB Oketrieve, and process digitized slides to provide intévacte-
higher. When e_ach SDP bl_Jffer Is 32KB (F_'QU“? 6(b))'sponse times for the standard behavior of a physical micro-
the scheme achieves a maximum of 25% utilization. scope is a challenging issue [3, 12]. The main dif culty stem

2. Although the overall trend of these results is similar tdfom the handling of large volumes of image data, which can
the bandwidth test (Figure 4(b)), we notice that the buffefange from a few hundreds of megabytes to several gigabytes.
utilization peaks a lot more rapidly; that is, for a sppAt a basic level, the software system should emulate the use
buffer size of 64KB, peak buffer utilization is achieved of a physical microscope, including continuously moving th
at a message size of 512B itself. This indicates that th&f@ge and changing magni cation. The processing of client
sender is able to pack data into the send buffers and fi/€ries requires projecting high-resolution data ontad.gr
ready to transmit it, but the receiver is not able to receivéitable resolution and appropriately composing pixelp-ma
data as fast, resulting in more data being accumulated g onto a single grid point.

the SDP buffers and consequently a high utilization.  |so-surface Visual Renderingso-surface rendering [13] is
widely used technique in many areas, including environmen-

5.3 Application-based Evaluation tal simulations, biomedical images, and oil reservoir simu
- . . lators, for extracting and simplifying visualization ofrdge
In this section, we evaluate the three ow-control design

. s . , Yatasets within a 3D volume. In this paper, we utilize a
based on two different applications, virtual microscop2] [1 omponent-based implementation of such rendering [11].
and iso-surface visual rendering [11], that have been devel ) o )
oped using the data-cutter library [9]. Evaluation of the Data—cqtterApphcatlons: Flgu_re 7 shoyvs
0 . f the Dat tter Librarv: Data-Cutter i the performance of the virtual microscope and iso-surface v

verview of the vata-cutier Library: at-LULer 1S a g rendering applications for the different ow-contitg-

component-based fra_Lmework [10] developed by Ur"Vers't)éigns. Both applications have been executed with a UOW of
of Marylaqd. It provides a framevyork, qalled It.er-s_tream 1KB. The complete dataset is about 1GB, which is hosted on
programming, for developing data-intensive applicatioins a RAM diskin order to avoid disk fetch overheads in the ex-

this ftra(;nework,tthefz apphcatlontprocE;s;ng Strijcturehpleﬂ periment. The virtual microscope application used ve rse
mented as a Sel of Components, calltels . Lala exchange o,y yatg decompressclip, zoom andview. For this ap-

getween Iters_d|§ perforrr:((ajd throug:sareamablstractlon thﬁt plication, ve instances of the lIter group (total 25 lte)s
enotes a unidirectional data ow from one lter to another. placed on 13 dual-processor nodes. The iso-surface

ghe olzlerall procesr;s_mr? _structutre fofltan appllca'utor(]j |tshzealllh visual rendering application used four Itersead dataset
y a [ter group, which Is a Set ot lters connected trough ;o g, face extractionshade and rasterizeandmerge/view

logical streams. An application query is handled asné For this application. six instances of the Iter aroup (24
of work (UOW) by the Iter group. The size of the UOW 'S application, sixi group (
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Figure 7:Application Evaluation with Data-cutter: (a) Virtual Microscope and (b) Iso-surface Visual Rendering

Iters) were placed on 12 dual-processor nodes. Each ltecation performance.

performs some computation and communicates the processed

datato the next Iter. Once the communicationisinitiatdte References

Iter starts computation on the next UOW, thus attempting to

overlap communication with computation. (1]

. . 2
As shown in the gure, credit-based ow-control shows poor 2

performance for both applications with all dataset sizes-co
pared to RDMA-based and NIC-assisted RDMA-based ow-
control. In these applications, since multiple UOWSs are pro 4
cessed and communicated to the next lter, the coalescing cayg)
pability of these designs allows them to utilize the network
more effectively and hence achieve better performance. Ougg)
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6 Conclusions
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